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ABSTRACT

GPU-accelerated on-the-fly nonadiabatic dynamics is enabled by interfacing the linearized semiclassical dynamics approach with the Ter-
aChem electronic structure program. We describe the computational workflow of the “PySCES” code interface, a Python code for semiclassical
dynamics with on-the-fly electronic structure, including parallelization over multiple GPU nodes. We showcase the abilities of this code
and present timings for two benchmark systems: fulvene solvated in acetonitrile and a charge transfer system in which a photoexcited zinc-
phthalocyanine donor transfers charge to a fullerene acceptor through multiple electronic states on an ultrafast timescale. Our implementation
paves the way for an efficient semiclassical approach to model the nonadiabatic excited state dynamics of complex molecules, materials, and

condensed phase systems.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0223628

. INTRODUCTION

Nonadiabatic molecular dynamics (NAMD), where the motion
of nuclei and electrons cannot be uncoupled and the dynamics
occur beyond the Born-Oppenheimer regime, occur in many key
chemical processes, such as photo-initiated molecular dissociation,
photocatalytic reactions that use electronic excited states to drive
chemical reactions, and photoinduced charge separation dynam-
ics in photovoltaics. > However, such dynamics are challenging
to model with a fully quantum treatment of nuclei and electrons,
especially for complex and condensed phase systems.

Widely considered the gold standard for NAMD simula-
tions, the multiconfigurational time-dependent Hartree (MCTDH)
approach is highly accurate but only computationally feasible for
systems with a handful of nuclear degrees of freedom and gener-
ally requires pre-computed potential energy surfaces. Despite the
recent development of multi-layer (ML) MCTDH methods® that
make possible applications of MCTDH to more complex systems,
at present, on-the-fly dynamics for complex molecular systems with

many degrees of freedom.”” Ab initio multiple spawning (AIMS) is
an approximate implementation of a formally exact spawning Gaus-
sian wavepacket approach that can account for quantum effects.
However, this method is expensive, requiring some remedies to the
computational cost.”” Of the approximate methods available, the
fewest switches surface hopping (FSSH) and Ehrenfest dynamics are,
arguably, the most popular. Both employ classical nuclear trajecto-
ries and have been used in ab initio on-the-fly simulations. Unfor-
tunately, neither approach accounts for nuclear quantum effects,
and both suffer from strong coherence and slow decoherence,
necessitating additional approximations.” '

Nonadiabatic semiclassical implementations for on-the-fly
simulations are in their infancy, with the adhoc symmetrical qua-
siclassical (SQC) method showing some promise.13 "9 The linearized
semiclassical (LSC) approach'*"” is a rigorous alternative to the SQC
approximation that two of us recently demonstrated can be used
for on-the-fly simulations of excited state dynamics.' LSC offers
two key advantages: (i) it directly approximates the quantum cor-
relation function, allowing us to compute experimental observables;
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and (ii) the implementation involves evolving independent classical
trajectories from an initial quantum Wigner distribution and does
not involve any parameters unlike FSSH (decoherence corrections)
or AIMS (spawning thresholds). LSC is highly parallelizable with
a computational expense that scales almost classically with sys-
tem dimensions, making it a very promising candidate for on-
the-fly simulations of excited state dynamics in condensed phase
environments.

Beyond the method chosen for the dynamics, the main deter-
mination of computational cost for NAMD is the electronic struc-
ture calculations of the ground and excited state gradients as well
as the nonadiabatic coupling (NAC) vectors. For many NAMD
simulations of bond-breaking reactions, a multi-reference method
such as state-averaged complete active space self-consistent field
(SA-CASSCF) or CAS with configuration interaction (CAS-CI)
is employed.”” " In other nonadiabatic processes, more afford-
able single reference excited state methods such as linear response
time-dependent density functional theory (TDDFT) are used.”’”
TDDFT, especially when employing a long-range corrected hybrid
functional, can often provide accurate vertical excitation energies
near the ground state minimum,” ** but due to its single reference
nature, it will generally poorly describe bond breaking, biradi-
cal intermediates, and crossings between ground and excited state
potential energy surfaces.”” TDDFT has recently been shown to be
accurate in modeling conical intersections between excited states,”®
and variants of excited state single reference methods, e.g., with ref-
erences with different spins, particle numbers, or excitation levels,
have shown promise in capturing non-dynamic correlation”” ** but
have not seen widespread use for NAMD simulations.

The TeraChem software package is built to take advantage of
GPU parallelization’”” and offers significant speed ups in quantum
electronic structure calculations compared to CPU-based packages.
A variety of excited state electronic structure methods have been
implemented within TeraChem, including SA-CASSCF,*® full-CI,*”
CASCL>** and TDDFT.””*" These GPU-accelerated implementa-
tions have been used with both AIMS and surface hopping NAMD
simulations.'”*' ™" The recent extension of TeraChem to a protocol
buffer client-server model has allowed for a straightforward inter-
face between TeraChem’s electronic structure capabilities and any
external code for on-the-fly dynamics.*

Motivated by the success of the recent on-the-fly nonadiabatic
LSC simulations, here we introduce the PySCES code (Python code
for Semiclassical Dynamics with on-the-fly Electronic Structure)
that interfaces the LSC method with the TeraChem electronic struc-
ture code. We explain the interface between the LSC Python code
and TeraChem, describing how NAMD can be run in parallel over
multiple GPU nodes and how we account for the phase difference
in wave function that leads to sign swapping of the NAC vector.
We compare, for a single NAMD trajectory, the excited state occu-
pations for ethylene using the GAMESS electronic structure code®’
and TeraChem, then showcase the performance of the code for two
larger test systems: solvated fulvene and the charge transfer in a zinc
phthalocyanine-Csy donor-acceptor complex.

Il. METHODS

Here, we provide a brief overview of the LSC method for non-
adiabatic dynamics, introduce the relevant equations of motion,
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and describe the distributions from which initial conditions are
sampled.

A. Linearized semiclassical approximation
to real-time correlation functions

We start with a general real-time quantum correlation function
between two operators, A and B,

Can(t) = Tr [Ae™ /"B ™/"), (1)

where H is the Hamiltonian. The path integral formulation recasts
a real-time quantum propagator into a sum over all possible paths
in phase space, rendering Eq. (1) a double integral over forward and
backward paths. The LSC approximation is obtained by linearizing
the diff@rence in action between the forward and backward paths to
obtain' "

1
Chy () =

Wf dXodPoAw(Xo, Po)Bw( X, Pr), (2)

where Aw and Bw are the phase space functions resulting from the
Wigner transforms’” of A and B, respectively. In Eq. (2), all the sys-
tem degrees of freedom, electronic and nuclear, are represented by
their corresponding phase space variables, (X, P). The LSC approx-
imation to the quantum correlation function is obtained by sampling
trajectory initial conditions from the function Aw at time ¢ =0,
propagating trajectories under the classical analog Hamiltonian for a
time ¢, and using the time-evolved phase space variables to evaluate
function Byw.

We note that the LSC dynamics is entirely classical, and trajec-
tories are independent of each other. Therefore, the parallelization
of LSC dynamics is simple and intuitive, in contrast to more elab-
orate quantum dynamics methods such as MCTDH"* and AIMS"
and less approximate semiclassical methods with non-negligible
interactions between trajectories.”’ However, the lack of trajec-
tory interference in LSC dynamics means that the method fails to
describe nuclear quantum coherence effects and deep tunneling,
although coherences between electronic states are captured owing
to the nature of the electronic mapping variables and the associ-
ated nonadiabatic equations of motion discussed in Sec. IT B.”'
Given that the present work is aimed at enabling simulations of
high-dimensional systems where nuclear quantum coherences are
not expected to play a significant role, we predict that the limitations
of LSC dynamics will not significantly affect the resulting accuracy.

B. Mapping approach and nonadiabatic equations
of motion

To express the quantum Hamiltonian in phase space and sub-
sequently derive the associated equations of motion, we adopt the
so-called mapping approach. Here, we limit our discussion to the
Meyer Miller Stock Thoss (MMST) mapping,” ** although several
mapping protocols have been introduced recently that aim to better
preserve the electronic phase space.”””” For a comparative study of
different types of mapping approaches in the context of on-the-fly
LSC dynamics, we refer readers to an earlier study.'®
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In the MMST mapping, the occupation of electronic states
is expressed using the ladder operators of a quantum harmonic
oscillator,

|n) —> &}

3

|n)(m| — &,
where &, = (£, + ip»)/\/2 and i = 1. The general Hamiltonian for
F states is then

N F
H-= EPT,; P> e (R)|n)(m, (4)

which can thus be reformulated in terms of nuclear and electronic
phase space operators,

F
H= %PT,;‘IP + 3 %(x,,xm + pupm — Oum ) €nm(R), 5)

where (R, P) and g are the nuclear phase space operators and the
associated mass vector, respectively, and &, (R) is the element of
the diabatic potential energy matrix. In the adiabatic representa-
tion more suitable for interfacing with ab initio electronic structure
programs, Eq. (5) becomes’”’

1 _ F
H= RS S E(xﬁ +p2 —1)En(R)
n

- b Py +lzij(R)
2 kin # kin F = n
1 F
D (X + P = %m = Pm) (Ea(R) = Ew(R)),  (6)

where E,(R) is the energy of the nth adiabatic state, and Py, is the
kinematic momentum,”’

F
Piin =P+ Xpmdum(R), (7)

n,m

and dm(R) = ( |-2 R |m) is the NAC vector between adiabatic states
[n(R)) and [m(R)). The second equality in Eq. (6) is the result of
an exact transformation called symmetrization,'>”* which has been
found to yield more accurate classical analog dynamics.

The equations of motion for the dynamical variables of the sys-
tem are now derived from the classical analog of the Hamiltonian
in Eq. (6). The complete forms of the equations of motion are pre-
sented in the Appendix. The force terms necessary to integrate the
equations of motion require input from electronic structure [E,(R),
g, = BE”(R), and d,»(R)], and these are obtained from on-the-fly
ab initio calculations. It bears reiterating that these equations of
motion effectively describe nonadiabatic dynamics in multiple cou-
pled electronic states, despite the fact that time evolution is entirely
classical in both the electronic and nuclear degrees of freedom. The
ability to describe electronic coherences and the efficiency resulting
from using classical dynamics render LSC a compelling option for
large-scale ab initio NAMD simulations.

ARTICLE pubs.aip.org/aipl/jcp

C. Sampling of initial conditions

The initial conditions for an LSC simulation span 2(F + N)
variables, two phase space variables for every F electronic states
and N nuclear modes. Those variables are sampled from Ay, where
A=eP |7 is the thermal density operator with = 1/kgT and
Z =Tr[eP"]. We assume that initially the nuclear and electronic
variables can be treated independently, which allows us to sam-
ple the nuclear variables from [p,],,(R,P) and the electronic ones
from [p.],,(x,p), where p, and p, are the nuclear and electronic
density operators, respectively (i.e., Try[pn] = Tre[pe] = 1), and the
notation [...],, indicates a Wigner transform. Making a harmonic
approximation for the N nuclear vibrational normal modes yields an
analytic expression for the nuclear Wigner distribution,

[Pl = H % exp[ tanh(ﬁ2 )( Pi +,u,w,R2)] (8)

i Hiwi

where w; and y, are the frequency and the reduced mass of
the ith vibrational mode, respectively. For the purpose of excited
state dynamics simulations following an impulsive photo-excitation
and within the Franck-Condon approximation, nuclear modes are
assumed to be in thermal equilibrium on the electronic ground state
for which {w;} and {y,} are calculated.

Similarly, the initial electronic state population is assumed to
be 1 in the initial photo-excited state i and zero for all other states,

|} {al = i ©)

where §iq is a Kronecker delta. The sampling functions for each state
thus form the system of equations

(tally =2 (- 3| -2 ()|
k
= Sia- (10)

Solving Eq. (10), we obtain equations describing circles in phase
space with radii, r;,

2 2 2
Xj+pi =1y, (11)

fora # i,

N | =

2 2
xtx+pa:

where the values of the radii vary with F. For some F values, there
exist two possible roots for the value of 7 from Eq. (10). Following
previous work, we chose the larger one of the two for the numerical
stability of subsequent trajectory propagation.®’

lll. COMPUTATIONAL WORKFLOW
AND IMPLEMENTATION

The computational expense of the LSC nonadiabatic dynam-
ics stems from the computation of the electronic structure variables,
E.(R), g,» and d,.,n (R), for all electronic states under consideration
at a given nuclear geometry, R. Here, we describe how the work-
load of the TeraChem electronic structure calculations is distributed
among the available GPU compute nodes used in a simulation and
how they communicate with our LSC code to propagate nuclear
motion. The PySCES code is available open-source on GitHub,
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along with appropriate documentation and input files to test the
code.”

Figure 1 depicts the workflow of running an LSC simulation
with the PySCES code, starting with an optimized geometry. The
user provides PySCES with the location of a TeraChem normal
mode analysis of the optimized structure, for which initial nuclear
and electronic conditions are assigned from the Wigner distribu-
tions in Egs. (8) and (11), respectively. Starting from this new
randomized geometry and for all subsequent geometries through-
out the simulation, both the gradients g; of each adiabatic energy
surface and the NAC vectors d;; between two surfaces need to be
computed. The signs of the NACs are then checked and, if neces-
sary, corrected for random sign-flips between time steps that occur
due to a change in phase of the wave function (see Sec. III A
below). We then obtain updated nuclear and electronic variables

Optimized Geometry
& Normal Modes
0

O
e
/ 7 \
( )
Initial P s
Conditions ﬁ
o [ﬁn]W’ 0 (B4
w
(@)
Z)>_~ Nuclear R, P Electronic
[ Distribute TC Jobs (TCPB) |
(. 1 J
Node 1 Node 2 Node 3
€
g 80,83, do3, da3 81,do1, ds2 82,do2, d13
@
= GPU GPU GPU
HIl -~ SO~ S~ &)
D Correct NAC Sign Flips
Q Update R, P, %, p
& Distribute TC Jobs (TCPB)
Node 1 Node 2 Node 3
€
g 80,83, doz, d23 81,do1, diz 82, doz, di3
[
5 GPU GPU GPU
HIL -~ SO -~ SO -~ S
L Correct NAC Sign Flips
2 Update R, P, x,p
a Distribute TC Jobs (TCPB)

|

FIG. 1. Workflow of the PySCES code, an LSC-TeraChem interface. Initial nuclear
positions and momenta of the normal modes are sampled from a Wigner distribu-
tion, and electronic mapping variables are initialized to populate the desired state
as discussed in the text. The TeraChem gradient and NAC jobs are then distributed
across GPUs. The NAC vectors are assessed, with a sign flip assigned as neces-
sary, and then the nuclear and electronic positions and momenta are updated for
the next step of the trajectory.
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(position and momenta) via a Runge-Kutta fourth-order integrator
as implemented in SciPy.””"" The updated nuclear geometries are
then used once again as inputs for electronic structure calculations,
and the process continues. All relevant information, including the
nuclear and electronic variables, gradients, NAC vectors, timings of
the individual electronic structure calculations, and checkpoint files
needed to restart the trajectory, is logged throughout the simulation
as well.

Since the number of NAC vectors grows quadratically with the
number of electronic states used in the simulation, the amount of
electronic structure information needed for a single time step of
a large molecular system can, very quickly, become prohibitively
expensive to compute unless the work is parallelized across multiple
computational nodes. Because each gradient and NAC computation
can be performed independently from one another, we utilized the
TeraChem Protocol Buffer (TCPB) library* to efficiently distribute
the workload across all available GPUs within a computing net-
work. As opposed to running TeraChem with multiple input files,
TeraChem is instead executed in a server mode that receives and
transmits “job” information as requested by PySCES via the TCPB
library. A request to perform a particular job (gradient and NAC) is
sent to the server along with the atomic coordinates, the basis set, the
electronic structure method, and any setting otherwise used in a tra-
ditional TeraChem input file. Once all of the required gradients and
NAC vectors are computed (energies E; are also computed with each
job), their results are summarized and used to update the molecular
geometry.

One of the benefits of using TCPBs is that the electronic struc-
ture jobs can be efficiently parallelized in environments that have
a limited or varying number of GPUs per compute node. For par-
allel jobs, multiple TeraChem servers can be run on a single or
separate compute node, and each server can utilize any number of
GPUs available on its respective node. PySCES will then distribute
all computations to each of the servers on the same network. As the
performance of TeraChem varies based on the hardware environ-
ment, such as the GPU model or the number of GPUs per compute
node, it is left to the user to allocate TeraChem servers themselves
and simply provide the IP addresses and port numbers to PySCES
via the input file. PySCES will then distribute the gradient and NAC
jobs in a round-robin manner across all specified servers, as depicted
in each of the labeled “Node” blocks in Fig. 1.

Each job keeps track of the previously computed coefficients,
both for the ground and excited states, and uses these files as inputs
for the next job to speed up subsequent calculations. Completed jobs
transmit minimal information from TeraChem through the network
(only the energies, gradients, and NACs), and the remaining elec-
tronic structure properties of each job are copied from their local
output files at every time step. Furthermore, because each compu-
tation is run as a separate job in TeraChem, GPUs only need to be
initialized once with the server, a task that would otherwise intro-
duce several seconds of inactive computation time at the start of
every job.

For certain systems or geometries, electronic structure calcula-
tions of the ground or excited state can sometimes fail to converge,
and then the NAMD simulation will need to be restarted. Additional
TeraChem options, e.g., modified convergence or integral thresh-
olds, can help limit or prevent these failures. We have implemented
the ability to specify additional TeraChem runtime options for spe-
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cific gradient/NAC jobs or for a specified number of initial time steps
at the start of a simulation. These options can also request the calcu-
lation of additional electronic structure properties, such as ground
and excited state point charges, throughout a simulation. We note
that computing dynamical observables in the LSC method requires
an ensemble of classical trajectories that can be evolved as indepen-
dent simulations in parallel. The current implementation of PySCES
does not parallelize this step.

A. Sign of the nonadiabatic coupling vector

We evaluate the NAC vectors using the states’ adiabatic wave
function representation as computed by TeraChem. Adiabatic wave
functions are, however, defined only up to a phase factor, which can
lead to phase inconsistencies between different time steps.®* This
phase inconsistency can also lead to a change in the sign of the
calculated NAGCs, significantly affecting the resulting dynamics. In
practice, TeraChem always uses real-valued state functions. Thus,
during the propagation, the state functions (and the sign of the NAC
vectors) can either keep their phase or change by a factor of —1.

In order to preserve NAC sign consistency, we use two-
level decision criteria during run time to estimate whether such a
sign swap occurred for the NAC vectors between the current and
previous time steps. The first level is to check if the NAC itself
flipped the sign unexpectedly, while the second level is to check
if the transition dipole moment (TDM), computed with the same
adiabatic states, also flips the sign. We are able to combine both cri-
teria by leveraging the property that if one of the adiabatic states
flips a sign, then both the NAC and the TDM will contain the same
sign flip.

Figure 2(a) illustrates the first level of the procedure in one
dimension. In this scheme, we use the NAC from the two previ-
ous time steps to linearly extrapolate an estimation for the next time
step. We then check whether the direction of the NAC from Ter-
aChem matches our expectations by calculating the dot product of
the TeraChem computed NAC vector with our extrapolated one.
A positive dot product indicates that a sign-flip has not occurred
between the current and previous time steps, and we continue the
dynamics using the NAC from TeraChem. If instead, the direction
of the NAC does not match our expectations (with a negative dot
product), then we perform the second-level check by using the same
extrapolation scheme to determine whether the TDM for the two
corresponding states also flipped sign. If the transition dipole does
not show a sign swap, we accept the sign swap of the computed NAC.
However, if both the TDM and the NAC have negative dot products,
then we correct the TeraChem computed NAC by a factor of —1 and
continue the dynamics with the correction. We note that the extrap-
olated NAC is only used as a check for sign flips and is never used in
the dynamics itself.

Figure 2(b) shows the first component of the NAC vector for
photo-excited ethylene with and without the extrapolation correc-
tion scheme for a single (2, 2) SA-CASSCF trajectory with iden-
tical initial conditions. Without the correction, the NAC clearly
undergoes discontinuous jumps due to the sign swaps, whereas the
NAC with the correction smoothly evolves along the trajectory.
Figures 2(c) and 2(d) show the corresponding S; and S; occupations
along the trajectory, with substantial deviations observed after 10 fs.
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FIG. 2. (a) For a single trajectory, we show the linear extrapolation scheme imple-
mented in PySCES to determine the sign of the NAC vector components, d;. (b)
The value of the first component of the NAC vector between Sy and Sy for ethylene
shown without correction (as computed) and with correction. (c) Corresponding
populations of the S, and (d) Sy states with and without the sign swap for the NAC
vector.

IV. RESULTS AND DISCUSSION

We next show results for LSC trajectories generated using
PySCES with the TeraChem TCPB interface. First, we validate
our implementation through comparison to the GAMESS (version
2023 R1) results using identical initial conditions for a single
ethylene trajectory. Next, we report timings for larger systems.

All TeraChem jobs in this paper were performed with version
1.9-2023.09-dev and ran as a docker image using Singularity 3.8.3.
Computation nodes utilized a pair of NVIDIA A100 GPUs with 40
GB of VRAM in conjunction with dual 28 core Intel Xeon Gold 6330
CPUs. All TeraChem servers were initiated with both A100 GPUs on
a single node.

A. Comparison of ethylene dynamics
with GAMESS and TeraChem

To verify our implementation within PySCES with the Ter-
aChem interface, we compared the dynamics of ethylene using
(2, 2) SA-CASSCF with both GAMESS and TeraChem drivers. An
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initial nuclear geometry was generated from a Wigner distribution
over normal mode coordinates and frequencies determined from a
ground state CAM-B3LYP/6-31G(d) computation. Electronic phase
space variables were sampled from the circles in phase space defined
in Eq. (11).° The So, S1, and S, states were used in this assign-
ment with an initial photoexcitation to S;, ie., F=3, and the
radii, rs, = 1.559, rs, = 15, = 0.707. Both trajectories with GAMESS
and TeraChem used the exact same initial conditions for each
trajectory.

The resulting state energies and state populations from a sin-
gle trajectory are shown in Fig. 3. The dynamics are in excellent
agreement, both in energy and population, until 30 fs, when small
numerical differences in the electronic structure output lead to visi-
ble differences in their trajectories. We verified that these differences
remain even when employing full double precision and an inte-
gral threshold of 1072° in TeraChem. Our testing revealed that, at
least for ethylene, small differences in nuclear position can lead to
large differences in NAC vectors. Take, for example, the avoided
crossing that occurs around 46 fs when the S; and S, energies
approach each other in Fig. 3. At this simulation frame, the min-
imum RMSD® between the geometry produced by the GAMESS
and TeraChem driven trajectories is less than 0.03 A, whereas the
magnitude of their NAC vectors differed by over 30%, thus send-
ing the TeraChem and GAMESS simulations on slightly different
trajectories that eventually diverge from each other. However, we
expect that, when averaged over multiple trajectories with varying
initial conditions, the average rate of population change resulting
from simulations utilizing both drivers should be very similar.

Energy (eV)

GAMESS ,)‘

TeraChem

Occupation
o
1%
1
1
1

0.0

Time (fs)

FIG. 3. Energy and occupations of the Sy, S1, and S; states of ethylene for a single
LSC trajectory with identical initial conditions generated by PySCES. The deviation
between GAMESS and TeraChem due to a buildup of small numerical differences
becomes apparent after 35 fs.
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B. Computational timings

We next showcase the performance of PySCES for two larger
systems using the TeraChem TCPB library. First, we compare tim-
ings for 1 and 2 nodes for solvated fulvene as we increase the size
of the explicit solvent environment and demonstrate the scaling of
our NAMD implementation as a function of system size. Next, we
model the charge transfer in an excited zinc phthalocyanine-Cso
donor-acceptor complex and provide insights into the computa-
tional effort needed to run NAMD LSC simulations for systems
consisting of over 100 heavy atoms.

1. Fulvene in acetonitrile

The fulvene molecule, which is a well-studied benchmark sys-
tem within the nonadiabatic dynamics community, possesses a
sloped So/S; conical intersection along the methylene torsion coor-
dinate that facilitates population transfer between the Sy and S;
surfaces after photo exciting to S;.””°*®” In most studies of the
conical intersections and nonadiabatic dynamics of fulvene, a multi-
configurational approach with at least the 7 system is employed,
i.e., a CASSCEF(6, 6) wave function description. However, spin-flip
TDDFT has also been employed to characterize the conical intersec-
tion,*® as well as TDDFT within the Tamm-Dancoff approximation
(TDA) to explore the region of potential around a conical intersec-
tion of fulvene as it rearranges to benzene.®” Here, we do not perform
a detailed study of the nonadiabatic dynamics of fulvene, and so we
are not particularly concerned with the choice of electronic structure
method and employ TD-CAM-B3LYP/6-31G(d) within the TDA to
model the So, Si1, and S, states of fulvene in acetonitrile within the
LSC approach.

The character of a conical intersection, as well as the nonadia-
batic dynamics of chromophores through such intersections, will be
affected by a solvent environment. However, such effects are rarely
considered within NAMD simulations due to the computational
expense of including explicit solvent molecules in on-the-fly dynam-
ics. With the increased computational efficiency of TeraChem for
large-scale electronic structure calculations, solvated chromophore
NAMD, although still computationally formidable, becomes feasible
within PySCES. We next show the performance of PySCES employ-
ing TeraChem as we increase the amount of explicit solvent included
in the electronic structure calculations.

Individual fulvene and acetonitrile molecules were geome-
try optimized in isolation with TeraChem using CAM-B3LYP/
6-31G(d). The PACKMOL’ program was then used to generate a
20 A? solvated box of 200 acetonitrile molecules with the fulvene at
the center, from which the closest 20 solvent molecules to the fulvene
solute were selected to generate configurations for timings. Solvent
molecules were then sorted by their distance from the fulvene cen-
ter to generate configurations with fewer solvent molecules. A final
ground state geometry optimization and normal-mode analysis were
performed on each of the fulvene-solvent clusters, for which the
geometries and normal mode properties of each cluster were used
to generate initial conditions for the NAMD simulations according
to Eq. (8). The smallest system, consisting of a single acetoni-
trile solvent molecule and fulvene, as well as the largest 20 solvent
molecule-fulvene subsystem, are depicted as insets in Fig. 4(a).

In total, 15 chromophore-solvent subsystems were constructed
and optimized, and the LSC NAMD was simulated for at least 1 fs
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FIG. 4. (a) Average wall time for a single dynamics step for solvated fulvene using
So, S1, and S; states computed with CAM-B3LYP/6-31G(d). The increasing num-
ber of atoms is due to the increase in the number of acetonitrile solvent molecules
included in the calculation. (b) Timings for the fully solvated system (136 atoms)
broken down into the different gradient g, and nonadiabatic coupling dm, calcula-
tions over one (blue) and two (green) nodes. The total job time for a particular type
of calculation is shown atop each set of bars.

with a 1 a.u. time step. CAM-B3LYP/6-31G(d) was also used for
all simulations, and S; and S, excited states were computed with
TDDFT within the TDA. The last 40 time steps of all simulations
were used in our benchmarks, averaging the computational time
needed to compute individual gradients and NAC vectors between
the three states as well as the total wall time for a NAMD time step.
Each time step within a simulation uses the ground state molecular
orbitals and excited state guess coefficients of the previous geometry
as the initial guess for the next TeraChem calculation. To ensure that
our statistics are not influenced by time steps that do not have these
initial guesses available, we eliminated the first few sets of timings of
each simulation from our averaging. We compared the performance
of using TCPBs to distribute work over multiple computers on the
same network, running all 15 simulations on both a single and dual
node setup.

The resulting wall clock timings for one and two compute
nodes are shown in Fig. 4(a), where we show that as we increase
the number of atoms in the solvent region, the computational time
increases linearly, at least up to system sizes of 136 atoms in total.
Figure 4(b) further decomposes the average time spent by TeraChem
to compute each of the gradient and NAC vectors for the largest 20
solvent molecule-fulvene system, with the wall timings highlighted
in purple in Fig. 4(a). When two nodes are used, all gradient and
NAC “job times” do not sum to the “wall time” as indicated by the
green line in Fig. 4(a); the wall time measures the real-world time as
seen by the user while all of the TeraChem jobs are simultaneously
running, whereas the job time is the cumulative time measured by
the individual nodes themselves.
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We find that for the job timings for solvated fulvene, shown
in Fig. 4(b), excited state gradients take the longest time to compute,
with gradients for the S; state taking the longest as subsequent calcu-
lations of higher lying states can use previous excited state vectors to
reduce job time. As discussed in Sec. I11, each gradient and NAC vec-
tor are computed as separate jobs within TeraChem, with the ground
state orbital and excited state coefficients of the previous job used
in subsequent calculations and saved to the server’s local storage.
Therefore, each TeraChem job that is performed after the S; gradi-
ent job uses these guess orbitals and coefficients. The NAC jobs are
not much more expensive than higher energy (S, or greater) excited
state gradient jobs. In Fig. 4(b), we find that NAC vectors involving
two excited states take longer time to compute than those involving
the ground state, a trend also observed for the charge transfer system
discussed later.

Figure 4(a) also shows that using two compute nodes can
decrease the total wall time for a single simulation time step,
although not perfectly with double the performance. To avoid hav-
ing to save the ground and excited state coefficient files to a network
shared storage system for every time step and every TeraChem
excited state job, each server maintains its own local copy of the
coefficient files. This strategy further ensures that future users of
PySCES, who may wish to distribute their TeraChem jobs over dis-
similar hardware, are not faced with the possibility that the (binary)
coefficient files are incompatible between the different computing
environments. As a result, each TeraChem server generates its own
ground and excited state coefficient files.

For the dual node set up, the S; gradient (computed on
node 2) will not have a ground state orbital file since it is the first
job that is computed on this node. As evident in Fig. 4(b), the aver-
age Si gradient job time using two nodes is indeed larger than that
of the equivalent S; gradient job using only one compute node.
Similarly, the S, gradient (computed on node 1) does not have the
excited state coefficient file since the previous gradient job on the
same node was only for the Sy state, also leading to a larger job
time in Fig. 4(b) compared to the single node setup. Nevertheless,
a performance gain of 153% was observed when using two compute
nodes over just one. We expect that the relative performance gains
using two nodes should get closer to the 200% limit when more than
two excited states are involved, such as we describe below for the
zinc-phthalocyanine and fullerene charge transfer systems.

2. Zinc-phthalocyanine and fullerene charge transfer

Another system that we applied the PySCES LSC-TeraChem
interface to is the charge transfer at the interface of zinc phthalo-
cyanine (ZnPc) and fullerene (Cgp), a system of potential interest in
organic photovoltaics.””* The ultrafast charge transfer dynamics of
this system have previously been simulated employing TDDFT with
the Ehrenfest and FSSH approaches.”*”” For the face-on configura-
tion, Liu et al. found that charge transfer from a higher energy locally
excited state on the ZnPc to lower energy charge transfer states with
the electron transferred to the Ce acceptor is thermodynamically
favorable, with exciton charge transfer completed within 100 fs.”

For the face-on configuration of ZnPc-Cs, we optimized the
geometry with CAM-B3LYP/6-31G and performed a normal mode
analysis on the full 117 atom system. TDDFT calculations were per-
formed with the same level of theory within the TDA. Our excited
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state characterization showed the transition from the ground state
to the S, state was the brightest and localized on ZnPc, in agreement
with the analysis of Liu et al. We began the LSC NAMD trajectory
with full occupation of the S4 state at the optimized geometry, initi-
ating the dynamics with only the momenta sampled from a Wigner
distribution and including NACs between excited states Sy through
S4. In order to demonstrate the ability of LSC to simulate charge
transfer between the two species and to measure the computational
cost of performing the necessary electronic structure calculations,
removing the Wigner sampling over nuclear positions allowed us to
achieve these goals with fewer time steps. Initialization of electronic
variables was performed to occupy the bright S4 state only, and the
trajectory was then propagated with a 1 a.u. step size.

For our single LSC trajectory depicted in Fig. 5, we found the
charge transfer to occur from the Sy state to the S state within 25 fs.
Figure 5(a) shows the excited state and ground state density differ-
ence plots at different times during the trajectory, where we weight
the density difference according to the occupation of the excited
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FIG. 5. (a) ZnPc-Cg excited state and ground state density differences at three
different times in the LSC NAMD trajectory generated with PySCES. Cg, accepts
the charge after a local, bright photoexcitation of the zinc phthalocyanine to the
higher lying S, state. (b) TD-CAM-B3LYP/6-31G excitation energies computed
during the LSC trajectory with the corresponding occupation shown in the color
bar. (c) Timings shown for electronic structure gradient g, and nonadiabatic cou-
pling dy; calculations performed with CAM-B3LYP/6-31G averaged over all steps
of LSC dynamics that included five electronic states: Sy through Sy.
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state, as shown in Fig. 5(b). For example, at t = 1.5 fs, where a cross-
ing between the S4 and S3 surfaces occurred, the population was
predominantly on the Sz surface, so the density difference shown
is primarily between Sz and Sy. Similarly, at the end of the trajectory,
the population is mostly in the S; state, and the density difference
shown is mostly that for S; and So. At t = 16 fs shortly after the S,
and S3 avoided surface crossing, this state has mixed locally excited
and charge transfer character, and the occupation is shared between
S4 and S3. Figure 5(b) shows the TDDEFT energies of the four low-
est lying excited states, colored according to the occupation during
the trajectory. Surface crossings and avoided surface crossings occur
throughout the trajectory, with state mixings often leading to pop-
ulation transfer between states, notably at t ~ 14 fs, t ~ 17 fs, and
t~ 21 fs. Note that these LSC NAMD dynamics are for a single
trajectory, and an ensemble of LSC NAMD trajectories would be
required to compute the LSC correlation function.

For the ZnPc-Cgp donor-acceptor system, modeled with 661
basis functions and four excited states, we show the job time for
electronic structure contributions averaged across the trajectory in
Fig. 5(c). The calculation of the excited state gradient and the NAC
vectors between excited states takes up the majority of the compu-
tation time. Because of the number of states used throughout the
simulation, about 66% of the computational job time was spent com-
puting the 10 NAC vectors. We note that for this trajectory, we see
little participation from the Sy state in the dynamics, suggesting that
we may be able to eliminate this state from future simulations of
the dynamics, thereby reducing the number of NAC vectors to be
computed. The total job time for a single LSC step averaged across
the trajectory was 784 s, but parallelization over two GPU nodes
brought the average wall time per step to 399 s, a performance gain
of 196%. Similarly, with the fulvene system in Fig. 4(b), which was
also parallelized over two compute nodes, the first two excited state
gradients, g1 and g, take the longest to compute as they are the
first and only jobs that solve for the TDDFT excited state coeffi-
cients. However, because there are many more jobs after the S; and
S, gradient calculations that use the excited state coefficients than in
the fulvene system, the computational performance is nearly double
that of a single node. We conclude with a reminder that the simu-
lations reported here demonstrate the abilities of the PySCES code
and document timings for a single trajectory; however, in an actual
investigation of excited state dynamics, an ensemble of independent
trajectories would be evolved to compute the corresponding LSC
correlation function.

V. CONCLUSIONS

We introduce PySCES, an LSC-TeraChem Python interface
code to enable GPU-accelerated NAMD simulations using classi-
cal dynamics trajectories within an extended phase space of nuclear
and electronic variables. Our interface makes use of the TeraChem
protocol buffer client-server model and can be parallelized over
multiple GPU nodes, opening the door for semiclassical NAMD
simulations of excited state dynamics in the condensed phase.

We detail our computational workflow and implementation,
including a linear extrapolation scheme for determining the sign of
the NAC vector. Computational timings are presented for two
NAMD benchmark systems. The first system is fulvene solvated
in acetonitrile, where we show a linear scaling in compute time as
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we increase the amount of solvent included in the electronic struc-
ture calculations, and we show the performance of the code over
one and two GPU nodes. The second benchmark system is a zinc-
phthalocyanine donor face-on with a fullerene acceptor. We show
the state occupations during the course of a single LSC NAMD tra-
jectory, which shows population transfer from the locally excited
bright state to lower energy dark charge transfer states over 25 fs.
The corresponding timings show that the computation of the NAC
vectors between excited states takes up a large portion of the total
computation time.

Moving forward, we will continue to benchmark LSC NAMD
against molecular systems studied using other on-the-fly nonadia-
batic methods such as AIMS and surface hopping, with an emphasis
on accuracy and numerical efficiency. We also plan to explore
new and more efficient integrators and approaches to compute
the NAC,’° including its replacement with time-derivative cou-
pling followed by its approximation by wavefunction interpola-
tion, a commonly employed strategy in AIMS and surface hop-
ping programs.”””® Implementing these capabilities could further
increase the efficiency of LSC NAMD simulations for complex
excited state molecular phenomena in the condensed phase on an
ultrafast timescale.
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APPENDIX: NONADIABATIC EQUATIONS OF MOTION

The equations of motion for the nuclear phase space variables,
as well as the electronic mapping variables, are obtained from the
classical analog mapping Hamiltonian in Eq. (6),

. - Puin
in = 22 3 (En(R) = En(R)) + 3 tndn (R) - =%, (A1)

14
. X, F F Pkin
pn= =72 (Ea(R) = En(R)) + 3 pudinn(R) - wo B
R _ Pkin’ (A3)
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where g, (R) = aEg;il(lR) is the gradient of the adiabatic state |n). In
deriving Eq. (15), the derivative of the nonadiabatic coupling vec-
tor dym(R) was tactically removed by utilizing the chain rule.”” By
recognizing AP = % xupmdum(R) = f(x,p,R) and using Vg to
represent the electronic part of our Hamiltonian, we obtain

. . OAP
Pgn =P+ ——
kin = EF o
_ P Of OV _ Of . Of LOf
T4 R R ¥ ax TP TR
Vet & . .
=- aRff + Z (xnpm +xnpm)dnm(R); (A5)

which is in agreement with Eq. (15).
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